CMPE 590 SP.TOP. IN CMPE: MACHINE TRANSLATION
FINAL ANSWERS

1.  
a) Assume that we use the following reordering model and language model:

Reordering model: We use a fixed distribution  with α=0.90.

Language model: Suppose that we use bigram language model. The probabilities for the bigrams in the example are as follows.

	bigram
	probability

	<s> book
	0.10

	<s> books
	0.10

	<s> this
	0.30

	this book
	0.20

	<s> one
	0.30

	<s> a
	0.40

	<s> necessity
	0.10

	<s> is
	0.10

	is necessity
	0.20

	a book
	0.20

	one book
	0.30

	is a
	0.50

	a necessity
	0.20

	book one
	0.10

	book a 
	0.10

	book necessity
	0.10

	book is
	0.30

	…
	























Then, the hypothesis space is as follows:
(The partial scores are calculated according to the standard model
.)
   X              X
book one  0.0030
   X
book 0.0600

			       H2				      H12


   X              X
book a  0.0030
   X
books 0.0300

			       H3				        H13

   X                              X
book necessity  0.0011
   X
this book 0.0060

			      H4				      H14


			      H5				         H15   X                              X
book is necessity  0.0026
                     X
one 0.1350

H1

                 1.0

                     X
a 0.1800

			     H6				        H16   X               X             X
book is a necessity0.0018



			     H7                                    X
necessity 0.0620



			     H8                                    X
is necessity 0.0130




			     H9    X              X
a book 0.0320



    X              X
one book 0.0540

			    H10

                     X              X
is a necessity 0.0090

			     H11


and so on.















b) We have four stacks: S0 (no word translated), S1 (one word translated), S2 (two words translated), S3 (three words translated). The following table shows the content of each stack after generating hypotheses one by one.

	After generating
	S0
	S1
	S2
	S3

	H1
	H1
	
	
	

	H2
	H1
	H2
	
	

	H3
	H1
	H2 H3
	
	

	H4
	H1
	H2 H3 H4
	
	

	H5
	H1
	H2 H3 H5
	
	

	H6
	H1
	H2 H5 H6
	
	

	H7
	H1
	H5 H6 H7
	
	

	H8
	H1
	H5 H6 H7
	
	

	H9
	H1
	H5 H6 H7
	H9
	

	H10
	H1
	H5 H6 H7
	H9 H10
	

	H11
	H1
	H5 H6 H7
	H9 H10 H11
	



After H11 is generated, we continue with H5, H6, H7 in S1 and continue generating hypotheses (not shown above).

2. Dependency tree and alignment of the first sentence:

	         unuttu				forgot

giderken	okumayı	   he		reading	while

	otobüste	kitap		     	  	book	traveling	   in

								  		   bus

SWD = (s1, (unuttu, (s2, otobüste giderken), (s3, kitap okumayı))
TWD = (t1, (he forgot, (t2, reading book), (t3, while traveling (t4, in bus)))
CL = {(s1,t1), (s2,t3), (s3,t2)}

Dependency tree and alignment of the second sentence:

	       önemlidir			   	is

tarih 			        history	     important

SWD = (s11, (s12, tarih), (s13, önemlidir)
TWD = (t11, (t12, history), (t13, is important))
CL = {(s11,t11), (s12,t12)}

Dependency tree and alignment of the third sentence:

	       severdi					liked

Ahmet         futbolu			Ahmet		football

SWD = (s21, (s22, Ahmet), (s23, futbolu), (s24, severdi))
TWD = (t21, (t22, Ahmet), (t23, football), (t24, liked))
CL = {(s21,t21), (s22,t22), (s23,t23), (s24,t24)}

A matching expression for the new sentence is found and the dependency tree is formed. By using these, the corresponding matching expression and the dependency tree for the target sentence are generated:

SME =	(s21, (r, s23, (s2)))
	(a, s21, (a, s3, (s12)))
TME =	(t21, (r, t23, (t3)))
	(a, t21, (a, t2, (t12)))

	       severdi			    	        liked

Ahmet  giderken    okumayı	   Ahmet     while		reading

		otobüste   kitap          	traveling	in	book

			     tarih				bus	history

TME is used to generate the target sentence. After some morphological operations and reordering, we obtain:

Ahmet likes reading history books while traveling in bus

Calculating a score for the translation by using the following formulae:
		score (SWD,SME,TWD,TME) = min (score (SME,SWD), score (TME,TWD))
		score (ME,WD) = [FME score(F,WD) / size (WD)2]
		score (F,WD) = size (F) * [size (F) + mpoint (F,WD)]

For the fragment Ahmet severdi:
score (F,WD) = 2*[2+0]=4	Assuming that similarity of giderken and futbolu is 0
For the fragment giderken otobüste:
score (F,WD) = 2*[2+0]=4	Assuming that similarity of severdi and unuttu is 0
For the fragment kitap okumayı:
score (F,WD) = 2*[2+0]=4	Assuming that similarity of severdi and unuttu is 0
For the fragment tarih:
score (F,WD) = 1*[1+0]=1	Assuming that similarity of kitap and önemlidir is 0
score (SME,SWD) = (4+4+4+1) / 72 = 0.27

For the fragment Ahmet liked:
score (F,WD) = 2*[2+0]=4	Assuming that similarity of while and football is 0
For the fragment while traveling in bus:
score (F,WD) = 4*[4+0]=16	Assuming that similarity of liked and forgot is 0
For the fragment reading books:
score (F,WD) = 2*[2+0]=4	Assuming that similarity of liked and forgot is 0
For the fragment history:
score (F,WD) = 1*[1+0]=1	Assuming that similarity of books and is is 0
score (TME,TWD) = (4+16+4+1) / 92 = 0.31

Then,
score (SWD,SME,TWD,TME) = min (0.27,0.31) = 0.27



3. 
a) System translation – Reference translation 1:
precision = 5 / 13 = 0.38
recall = 5 / 14 = 0.36
f-measure = 0.37
System translation – Reference translation 2:
precision = 4 / 13 = 0.31
recall = 4 / 9 = 0.44
f-measure = 0.36

b) System translation – Reference translation 1:

	1-gram precision
	5 / 13 = 0.38

	2-gram precision
	2 / 12 = 0.17

	3-gram precision
	1 / 11 = 0.09






BLEU-1 =  0.9262 * (0.38)1 = 0.35
BLEU-2 =  0.9262 * (0.38 * 0.17)1/2 = 0.24
BLEU-3 =  0.9262 * (0.38 * 0.17 * 0.09)1/3 = 0.17

c) System translation – Reference translations 1 and 2:

	1-gram precision
	6 / 13 = 0.46

	2-gram precision
	3 / 12 = 0.25

	3-gram precision
	1 / 11 = 0.09






BLEU-1 =  0.9262 * (0.46)1 = 0.43
BLEU-2 =  0.9262 * (0.46 * 0.25)1/2 = 0.31
BLEU-3 =  0.9262 * (0.46 * 0.25 * 0.09)1/3 = 0.20

d) We calculate the score for each reference separately.
System translation – Reference translation 1:
several videos is showing us how to carried out our programme exercises correctly



various videos indicate us how to properly perform our workout plan

	First exact match is applied (black lines), then stem match (red lines), and then synonym match (blue lines). Then we calculate the scores:

precision = 9 / 13 = 0.69
recall = 9 / 14 = 0.64
f-mean = (10*precision*recall) / (recall+9*precision) = 0.64

number of chunks = 5
penalty = 0.5 * (5/9)3 = 0.085

METEOR = 0.64 * (1-0.085) = 0.59

System translation – Reference translation 2:
several videos is showing us how to carried out our programme exercises correctly



several videos show how to properly plan your exercise

	First exact match is applied (black lines), then stem match (red lines), and then synonym match (blue lines). Then we calculate the scores:

precision = 8 / 13 = 0.62
recall = 8 / 9 = 0.89
f-mean = (10*precision*recall) / (recall+9*precision) = 0.85

number of chunks = 6
penalty = 0.5 * (6/8)3 = 0.211

METEOR = 0.85 * (1-0.211) = 0.67

So, the METEOR score of the translation is the maximum of the scores of the references:

METEOR = 0.67
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